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Abstract

It is difficult to appropriately retrieve the doc-
uments which are truly needed by users at that
moment, because we have a lot of available doc-
uments recently.

In this paper, we propose a new similarity
calculation method among parts of documents.
The calculation is the main part of the system
which allows readers of documents to obtain re-
lated parts of other documents.

We introduce two types of information, the
co-occurrence of words and the lexical chain
of words, to improve accuracy of the baseline
method of similarity calculation, which is based
on the tf - idf method and the vector space
model. We also shows that it is effective to com-
bine those types of information.

According to our experiment, in which the
similarity among segments of related manuals
are calculated, our methods outperforms the
baseline ¢ f -idf method in terms of the precision
values at the same recall rate.

1 Introduction

Document retrieval gives us a good starting
point to read documents relevant to a topic
among a very large document base. However
some other ways of reading aid are required
when we read a particular document.

For example, suppose that a user wants to
obtain other information related to the part of
document he/she is reading. Conventional in-
formation retrieval systems are not suitable for
the need because they recommend not a rele-
vant part of document but a whole document
relevant to the topic. Even if passage retrieval
systems are used, users have to input trouble-
some requests, or queries. Systems suitable for
such a task should have abilities like the func-
tion to retrieve parts of documents segment by
segment, the capability to make links among re-

lated segments, and so forth. Suppose that the
user wants to read only the segments related to
the current part of document. For such a user,
the system should be a useful reading aid if the
system has the retrieval performance enough to
get only truly relevant parts of documents, be-
cause the user can concentrate his/her attention
on the current document and a small amount of
supplementary explanations retrieved.

Based on the discussion described above, we
propose the methods to improve the perfor-
mance of segment retrieval from a set of doc-
uments. Here, the term segment represents a
certain unit of small part of document like a
section, a subsection and so forth, and accord-
ingly one document consists of a series of seg-
ments. The phrase current segment denotes the
segment which the user is reading now.

The aim of segment retrieval is to obtain the
other segments which are similar to the current
segment. The similarity is usually measured
as the degree of overlap of segments from the
viewpoint of the contents. Therefore we sup-
pose that the relevant information can be ob-
tained by looking around in other documents
where the similar segments are located. Note
that users may not obtain new information from
such similar segments themselves, because they
may have the almost same contents as the orig-
inal one. Fven in such a case, however, new
relevant information should be gotten from the
adjacent segments.

Computing the degree of overlap in terms of
semantic representations is one of the methods
to calculate similarity. However, the cost of
the semantic interpretation is very high and the
semantic representations may have some kind
of ambiguity. Therefore we adopt the method
based on the statistics of words, namely the
tf - tdf method and the vector space model,
which are usually used in the conventional in-



formation retrieval(Salton and Buckley, 1988;
Salton et al., 1975). Unfortunately, the ¢ f -idf
method does not have enough performance we
needed. Our task requires that the relevant seg-
ments should surely appeared as higher ranks
in the similarity calculation method. Namely,
the result of ranking by the method should have
high precision in the low-recall area of the recall-
precision curve. Accordingly, we introduce the
information of word co-occurrence and lexical
chains to improve the performance of similar-
ity calculation. We also propose the method to
combine information of them.

2 Baseline method

Our basic system is illustrated in Figure 1.
Firstly, the term extraction module analyzes
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Figure 1: Basic system

the input documents morphologically to extract
content words like nouns, verbs(Matsumoto et
al., 1996). Secondly, the term weight calcula-
tion module computes tf - idf values for each
term. Here, the tf value of each term is the
term frequency in a segment and the idf value
is the logarithm of inverse of the term’s segment
frequency. Thirdly, the similarity calculation
module computes the similarity of each pair of
segments based on the vector space model. In
the model, a segment is represented as a vec-
tor in a vector space, each of whose dimension
corresponds to each term. A vector’s value of
each dimension is the ¢ f - ¢df value of the term.
We call this method the baseline method, or B-
method for short, hereafter.

3 Improvement of the performance
of baseline method using the
information of relation among
terms

Because our system treats the retrieval of seg-
ments, which are parts of documents, we can

take account of not only the information of
terms within a segment but also the informa-
tion over more than one segment.

In this section, we propose introducing the
following two types of the relations among terms
to improve the performance of similarity calcu-
lation.

e Co-occurrence of two terms in a sentence,
as the information of intra-segment.

e Lexical chain (reputation) of a term, as the
information of inter-segment.

Roughly speaking, those types of information
can be used to increase the weight of important
terms.

3.1 Utilization of Term Co-occurrence

Takaki et al.(Takaki and Kitani, 1996) intro-
duce the importance score of co-occurrence of
term pairs, cw, and show that the score con-
tributes to improve the IR performance of
Japanese newspaper articles. We adopt the
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Figure 2: Use of co-occurrence of term pairs in
similarity calculation

score cw with some minor modifications. When
term pairs appear in two segments d4 and dp,
the similarity of the segments is increased by ad-

justing the t f values of terms in the term pairs.
Suppose the term ¢ occurs f times in the seg-

ment d4. The modified tf value, ¢ f'(d4,tx), is
calculated from the original ¢ f value, t f(d 4,1y),
as the following formula:

tf' (da, tr) = tf(da, tr)+

DS

p=1t.€Tc(ty,p,da,d5)

cw(da,tr,p, t) (1)

where the variable p denotes the p-th oc-
currence of ¢ in the segment dy, and
Te(tr,p,da,dg) is a set of terms which co-occur
with the p-th t,.



Here, we formally define the co-occurrence of
two terms in terms of the distance between the
terms. If the distance of two terms is less or
equal to a threshold, the terms are regarded as

in co-occurrence.
The value of cw is defined by the following
formula:
a(dA’ tr, 0, tc) ) 6(tka tc) ) ’Y(tk, tc)

cw(da,tr,p, tc) = M(da) (2)

where a(d4,tx,p,t.) is the function expressing
how near t; and ¢, occur. [(tg,t.) is the nor-
malized frequency of co-occurrence of t; and t..
v(tk,t.) is the inverse segment frequency of ¢,
which co-occurs with ¢5. M(dy4) is the length

of the segment d4 counted in word. They are
defined as follows:

d(dA, tk,p) — dist(dA, tk,p,tc)

o(da, te,p,te) = d(da, tr, p) o
)

6(tk,t6) - atf(tk) ’ (4)
N

v(te,t.) = log(m)' (5)

Here, the function dist(da,tg,p,t.) is the dis-
tance between p-th t; and t. counted in word.
d(da,tg,p) is the threshold of distance of two
words in co-occurrence. Since, in our system, we
only focus on co-occurrences within a sentence,
d(da,tg,p) is the number of words in the sen-
tence we focus on. atf(ty) is the total number
of t;’s occurrences within the document which
includes the segment d4. 7¢f(tg,t.) is the to-
tal number of co-occurrences of t5, and t.. N is
the total number of segments in the document,
df(t.) is the number of segments in which ¢. oc-
curs.

Hereafter, we call the method the term co-
occurrence method, or C-method for short.

3.2 Utilization of lexical chains

In general, a lexical chain denotes a series of
relevant words, which are in some lexical cohe-
sion. The lexical cohesion is usually recognized
by using some linguistic resources like thesauri
(Green, 1996). In related documents, however,
it is expected that a term has only one mean-
ing and a concept is represented by one term.
Therefore, in this paper we adopt the simplest
version of lexical chain, namely, the repetitions
of a term illustrated in Figure 3. Since a lexi-
cal chain may be the repetition of a term which
goes through more than one segments, it is ex-
pected that we can capture the current global
topic by it.

Document

: lexical chain of "term x"

Figure 3: Lexical chains as repetitions of terms

By lexical chains, we would like to detect im-
portant terms over a series of segment. There-
fore, a lexical chain of which length is ex-
tremely long or short is not a good clue for
it. Accordingly, we introduce three thresholds,
the mazimum gap length(1Thgyey), the mazimum
length(T hnqz) and the minimum length(T hoin)
to filter out such meaningless lexical chains as
follows.

Document

chain length
<— gap length

Figure 4: Detection of lexical chains

1. Decompose a segment into a series of small
units. The unit in this paper is a sentence.
For example, the segment 2 in Figure 4 con-
sists of four units, namely 5, 6, 7 and 8.

2. For each term, do the following procedure.

(a) Mark the all units in which the term
appears.

(b) If the number of non-marked units be-
tween two marked units is less than or
equal to T'hyqp, the marked units are
parts of a lexical chain of the term.

(c) Filter out the lexical chains of which
length is less than T'h,,;, or more than
Thmaac-

Lexical chains are took into account to calcu-
late similarity among segments as adjustments
of the tf values.



Note that compound words themselves
scarcely make lexical chains (repetitions) be-
cause they usually have low frequencies. Espe-
cially, it is problematic in technical documents,
because they have many compound words. Of
course, each constituent word of compound
word relatively makes a lexical chain easily. Ac-
cording to our preliminary experiment, on the
contrary, in the condition that a compound
word is treated as one term, the baseline ¢ f - idf
method is more effective than in the case that a
compound word is decomposed into a series of
constituent words. In order to take advantage of
both treatments, we treat each compound word
as follows:

1. A compound word is treated as one word
in the tf - idf calculation.

2. In the case of detecting lexical chains, the
compound word is decomposed into a series
of constituent words.

3. All lexical chains of the constituent words
are take into account in adjusting the ¢f
value of the compound word.

That is, the tf value of the term {; in the seg-
ment d; is revised as the following formula:

tf'(di, ty) =

tf(di ty) - (1 + Z fe(di tm)) (6)

tr €T (tg)

where T,,,(t) is the set of constituent words
of the term ty, and f.(d;,%,,) is the predicate
function which returns 1 if the term ¢,, makes
a lexical chain at segment d;, otherwise returns
0.

Hereafter, we call the method the lexical
chain method, or L-method for short.

4 Combination of two methods

Since the two method in the last section are
based on the different relations of terms, the
combination is expected to contribute to the im-
provement of IR effectiveness.

In this section, we propose the two ways to
combine them.

4.1 Macro-combination method

The first method is
called the macro-combination method or MaC-
method for short. It combines two scores of sim-
ilarity, simc(da,dp) and simp(da,dp), which
are calculated independently by the C and L-
method respectively. That is, the similarity

simarqc(da,dp) of two segment d4 and dj is
defined by the following formula:

stmprac(da,dp) =
Simc(dA,dB)—i—SimL(dA,dB). (7)

4.2 Micro-combination method

The second method is called the micro-
combination method or MiC-method for short.
It combines two methods at the adjustments of
the t f values. That is, the ¢t f value of term ¢ in
segment d; is defined by the following formula.

tf/(dlatk) =
tf(dza tk) + Tcoc(dia tk) + Tle.r(dia tk) (8)

where 7.,.(d;, ) and 7.,(d;, 1) are the adjust-
ment terms of the ¢ f in (1) and (6) respectively.

5 Experimental Results
5.1 Evaluation of our methods

In this section , we will evaluate our meth-
ods, or, the C-method, the L-method, the MaC-
method and the MiC-method in terms of effec-
tiveness in segment retrieval. In IR systems,
the effectiveness is usually measured with the
recall-precision curve. In the retrieval of seg-
ments relevant to a segment, the number of rel-
evant segments varies considerably segment by
segment!. Therefore, our evaluation is based on
not the similarity ranking of segments relevant
to a certain segment, but on the similarity rank-
ing of all segment pairs. If the relevant segment
pairs move to the higher ranks by introducing a
certain method, we may consider the (average)
performance of the new method to be more ef-
fective than the old one.

In order to validate the advantage of our
method precisely, we use not only the aver-
age precision in the recall-precision curve but
also the Wilcoxon matched-pairs signed-ranks
test(MPSR test), which is a kind of non-
parametric statistical test (Hull, 1993).

5.2 Sample Documents

As for the baseline method described in Section
2, we have already examined the performance
with large documents(Mori et al., 1998). Since
the documents are too large to check all truly
relevant pairs of segments, we examined a sub-
set of segment pairs as an approximation.

L As for our example documents, it varies from zero
to six.



In this paper, however, we use the documents
of medium size instead of the large documents,
because we can manually check the relevance of
all pairs of segments and it is expected that we
can examine the details of our methods. As such
medium size documents, we select three techni-
cal documents, more precisely, three instruction
manuals of VCRs. Although such combination
of documents is slightly different from the real
situation we aimed at, it should be enough to
check the performance of systems which do not
deeply analyze the documents but treat the doc-
uments as a series of terms.

In order to investigate dependence of perfor-
mance on the degree of overlaps of vocabulary,
we use two documents, My and My, which are
relatively resemble each other in terms of con-
tent, and one document, M3, which is much
more different from M7 and M,. The relevancy
among segments are carefully judged by two
graduate school students.

5.3 Results

Table 1 shows the comparison of B, C, L, MaC,
and MiC-method, where the numerical values
represent the average values of precision, and
the relations in parentheses are the result of
MPSR test. As an example, the recall-precision
curves for the combination My < M5 are shown
in Figure 5, 6 and 7.
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Figure 5: Recall-precision curve (B,C and L-
method) of My & Ms

The results are summarized as follows:

e All of our methods outperform the baseline

tf - idf method (B-method).

e In the case that the documents are close
to each other (e.g. the combination My &
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Figure 6: Recall-precision curve (C,L and MaC)
of My & Ms
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Figure 7: Recall-precision curve (C,L and MiC)
of My & Ms

Ms), even the baseline method, it achieves
high performance.

e The MaC-method is not so effective. It is
outperformed by the L-method.

e The most effective methods are the MiC-
method and the L-method. Although the
average performance of the MiC-method
is almost same as L-method, the recall-
precision curves show that the MiC-method
outperforms the L-method in the low-recall
area.

Those results show that the MiC-method suc-
cessfully combines the two elementary meth-
ods complementarily and achieves the good ef-
fectiveness. On the other hand, in the MaC-
method the combined result is the average of
two methods and could be worse than the L-
method because the L-method outperforms the



Table 1: Comparison of our methods

Method B C L

MaC MiC

My & M> || 0.680 | 0.671

My & Ms || 0.407 | 0.478

(C>8B (L>B
My & M, || 0.497 | 0.535 (C > B) | 0.599 (L > B) | 0.585 (MaC < L) | 0.598 (MiC ~ L)
(C>8B (L>B

) | 0.698 (MaC < L) | 0.707 (MiC = L)

) | 0.533 (MaC < L) | 0.575 (MiC ~ L)

C-method at almost all points in the recall-
precision curve.

6 Related Works

From the viewpoint of fact that the retrieved
objects are not documents themselves but the
parts of documents, our system shares funda-
mentals with passage retrieval. A passage is
a small part of document and corresponds to
a segment in our system. Passage retrieval is
firstly proposed by Salton et al.(Salton et al.,
1993). Mochizuki et al.(Mochizuki et al., 1998)
utilize the lexical chains in passage retrieval in
order to determine the effective passages dy-
namically according to queries. Although they
examine several types of lexical chains, they do
not use the co-occurrence information to calcu-
late the similarity, which is combined with the
lexical chains in our method successfully.

Green(Green, 1996) proposes the method to
generate hyper-links among newspaper articles
by detecting lexical chains. He introduces the
WordNet to detect semantic lexical chains. His
method calculates the similarity of articles only
with the information of lexical chains. He re-
ports that the method does not outperform the
tf-idf method. On the other hand, our method
outperforms the ¢ f-idf method by blending the
lexical chains and term co-occurrence informa-
tion with the basic tf - idf method.

7 Conclusion

In this paper, we proposed several similarity
calculation methods which are intended to use
in reading aid of related documents. We in-
troduced two types of term relations, namely
the term co-occurrence and the lexical chains,
into the basic system which adopts the tf - ¢df
method and the vector-space model. Our ex-
perimental result shows that the micro combi-
nation method we proposed here has good per-
formance.

However, the combination of documents used
in our experiment is slightly different from the

real situation. We have to prepare other types
of documents and perform further experiments
in our future works.
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